A multi-scale mathematical modeling framework to investigate anti-viral therapeutic opportunities in targeting HIV-1 accessory proteins
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HIGHLIGHTS

- We modeled the contest of HIV-1 accessory proteins and cellular resistance factors.
- To examine their effect on viral dynamics we developed multi-scale models.
- Analytical expressions show how Vpu and Vif inhibition relates to viral extinction.
- Studying combination therapy reveals the potential for pharmacological synergy.

ABSTRACT

Human immunodeficiency virus-1 (HIV-1) employs accessory proteins to evade innate immune responses by neutralizing the anti-viral activity of host restriction factors. Apolipoprotein B mRNA-editing enzyme 3G (APOBEC3G, A3G) and bone marrow stromal cell antigen 2 (BST2) are host resistance factors that potentially inhibit HIV-1 infection. BST2 reduces viral production by tethering budding HIV-1 particles to virus producing cells, while A3G inhibits the reverse transcription (RT) process and induces viral genome hypermutation through cytidine deamination, generating fewer replication competent progeny virus. Two HIV-1 proteins counter these cellular restriction factors: Vpu, which reduces surface BST2, and Vif, which degrades cellular A3G. The contest between these host and viral proteins influences whether HIV-1 infection is established and progresses towards AIDS. In this work, we present an age-structured multi-scale viral dynamics model of in vivo HIV-1 infection. We integrated the intracellular dynamics of anti-viral activity of the host factors and their neutralization by HIV-1 accessory proteins into the virus/cell population dynamics model. We calculate the basic reproductive ratio ($R_0$) as a function of host–viral protein interaction coefficients, and numerically simulated the multi-scale model to understand HIV-1 dynamics following host factor-induced perturbations. We found that reducing the influence of Vpu triggers a drop in $R_0$, revealing the impact of BST2 on viral infection control. Reducing Vif's effect reveals the restrictive efficacy of A3G in blocking RT and in inducing lethal hypermutations, however, neither of these factors alone is sufficient to fully restrict HIV-1 infection. Interestingly, our model further predicts that BST2 and A3G function synergistically, and delineates their relative contribution in limiting HIV-1 infection and disease progression. We provide a robust modeling framework for devising novel combination therapies that target HIV-1 accessory proteins and boost antiviral activity of host factors.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

HIV is the causative agent of the AIDS pandemic. The 2013 UNAIDS report indicates that there are 35.3 million people living with HIV infection, 2.3 million newly HIV-infected people, and 1.6 million AIDS-related deaths in 2012 alone (Fauci et al., 2013). Current anti-HIV drugs target the activity of core retroviral proteins such as Reverse Transcriptase, Integrase and Protease. These drugs have improved life expectancy of HIV infected patients, yet a cure remains elusive, and due to a high retroviral mutation rate for HIV leading to acquired drug resistance, treatment failures are common.

HIV-1 encodes various “accessory proteins” (tat, rev, nef, vif, vpu, vpr and/or vpx), which may not be required for replication in vitro, but are critical for HIV’s pathogenicity (Malim and Emerman, 2008). Recent studies have revealed that a key function of several accessory proteins is in countering cellular innate immune responses; indeed, several reports have described the molecular mechanisms underlying the contest between host and viral proteins (Malim and Bieniasz, 2012) and thus opened opportunities for the development of new anti-HIV therapeutic strategies targeting HIV-1 accessory protein functions.

The innate immune response is triggered by a variety of pathogen-sensing receptors and comprises a variety of cellular host factors that may control viral progression. Studies of HIV-1 infection, including recent high throughput screens, have identified a number of cellular restriction factors (Brass et al., 2008; Konig et al., 2008; Zhou et al., 2008). Two host restriction factors, BST2 and APOBEC3G (A3G), have been studied extensively in the hope of developing host-factor-based therapeutic strategies. However, HIV-1 uses two accessory proteins, Vpu and Vif, to counter these host factors. These two host restriction factors have been studied using cell culture model systems, which document potent antiviral activity and their mechanisms of action. However, inducing their expression has turned out to be insufficient for sustained anti-viral therapy, as HIV-1 Vpu and Vif counter these host factors. A recent study carried out with HCV/HIV co-infected patients monitored the effect of interferon treatment on HIV viral load and mutagenesis in HIV during the period of the treatment (Pillai et al., 2012). This study provides evidence that interferon enhances the expression of BST2 and APOBEC3 in vivo and reduces HIV viral load. However, rebound viral load showed signs of selective pressure with the emergence of viral populations carrying Vpu variants with greater BST2-neutralizing capacity (Pillai et al., 2012). While these observations are indicative of the anti-viral effects of host resistance factors, they suggest that anti-viral therapies must include targeting of the accessory proteins responsible for neutralizing their activities.

Indeed, other studies suggest that the activity of HIV-1 accessory proteins (e.g. Vif and Vpu) can be hindered by using chemical compounds that interfere with the molecular interactions of viral proteins and host factors (Zuo et al., 2012; Matsu et al., 2014). For example, small molecules have been identified that restore intracellular A3G levels in infected cells by preventing Vif-induced A3G degradation and reduced production of infectious virus (Matsu et al., 2014). A recent experimental study used a modified peptide BST2-TM-P1 that functions as a competitive binding “decoy” target for Vpu. This competitive binding reduced the effective BST2–Vpu interaction that increased surface BST2 levels and reduced HIV replication (Mi et al., 2014). These experimental studies may justify development of new host factor based anti-viral treatments by targeting the activity of HIV-1 accessory proteins. However, the relationship between in vitro results and their in vivo potency remains unknown.

Early modeling of HIV infection by Perelson et al. (1996) explored virus turnover rates and the effects of anti-retroviral therapies targeting core HIV-1 proteins. As core proteins are packaged into HIV and the drugs under consideration target them directly, interactions between viral and host factors are excluded in these models. However, a primary function of HIV-1 accessory proteins is to evade the host immune responses; both accessory protein expression and innate responses exhibit intricate kinetics, resulting in changes in viral production over the life of an infected T cell (Mohammadi et al., 2013) i.e. the infection age. In order to connect the age-dependent intracellular interaction kinetics to population level dynamics, age-structured models of HIV-1 dynamics are well suited. Such models have been utilized to incorporate age-dependent HIV-1 production, cell death (Nelson et al., 2004; Gilchrist et al., 2004), and the effects of drug treatments (Kirschner and Webb, 1996). Rong et al. used age-structured models to study the impact of combination antiviral therapy on HIV-1 dynamics (Rong et al., 2007). In their analysis, they calculated the basic reproductive ratio ($R_0$) to assess the impact of age-dependent virus production and cell death during antiviral therapy. Similar age-structured models have been used to study in vivo HCV dynamics to understand the impact of therapeutic targeting of virus–host factor interactions and intracellular viral replication on disease progression (Guedj et al., 2013; Rong et al., 2013). However, these age-structured models do not account for the intracellular processes of accessory protein expression and interaction with host proteins. To incorporate the activity of HIV-1 trans-activator of transcription (Tat) that regulates transcription of HIV-1 in infected cells, Althaus and De Boer developed a multi-scale model (Althaus and de Boer, 2010). Another study examined intracellular A3G Vif reaction kinetics as HIV-1 infection progresses in cell culture (Hosseini and mac Gabhann, 2012). However, this model is not amenable for describing the dynamics of viral loads or T cell counts in HIV-1-infected individuals. Another computational study proposed an ambitious personalized medicine approach of A3G-augmented stem-cell based gene therapy to control HIV progression (Hosseini and mac Gabhann, 2013). This model did not include the BST2–Vpu axis and cannot be used to study the dynamics of HIV infection when both Vpu and Vif are targeted.

In the current work, we developed age-structured multi-scale models of in vivo HIV dynamics to investigate the promise and limitations of accessory protein targeted therapies and to explore the potency of host restriction factors under such therapeutic strategies. We investigated the simultaneous influence of two HIV-1 accessory proteins and host restriction factors interactions, BST2–Vpu and A3G–Vif. Using age-structured multi-scale models, we coupled the intracellular kinetics of these interactions to the cell and virus population dynamics. We calculated the reproductive ratio to examine the impact and sensitivity of key parameters, such as host–viral protein interaction constants, on the progression of viral infection. Combining the two models allowed us to explore predictions on the efficacy of combination therapies targeting both host–viral protein interactions in controlling the spread of the virus in vivo. Our results and modeling framework are intended to motivate and inform the development of therapeutic compounds targeting HIV-1 accessory proteins.

2. Results

The results are presented in three parts: we first develop an HIV-1 dynamic model to study the role of the Vpu-induced BST2 downregulation, we then study HIV-1 dynamics as a function of the A3G–Vif interaction, and finally, we combine both BST2 and A3G into a single model to study their combined effect.
2.1. Multi-scale model of BST2 function and HIV-1 dynamics

The restriction factor BST2 is an interferon-induced cellular protein that in some cell types is expressed constitutively (van Damme et al., 2008). It tethers the budding viral particles to the plasma membrane of producer cells, reducing viral production (Neil et al., 2008; Perez-Caballero et al., 2009). BST2 is continuously internalized and recycled to the cell surface, and is also found in other intracellular compartments (Schmidt et al., 2011). Various experimental studies have shown that BST2 is highly efficient in limiting virus release (Gottlinger et al., 1993; Neil et al., 2007). To counter this antiviral activity, HIV-1 has evolved an accessory protein Vpu. HIV-1-Vpu has been shown to downregulate surface expression of BST2, and release of virus particles is severely reduced in cells infected with Vpu-deleted HIV-1 (Gottlinger et al., 1993; Neil et al., 2007). Some studies suggest that Vpu causes reduction in recycling and synthesis of BST2 (Schmidt et al., 2011; Dube et al., 2011), while others suggest that a direct interaction between Vpu and surface BST2 is responsible for downregulation (McNatt et al., 2013; Mangeat et al., 2009). Vpu may thus be acting at different stages to reduce BST2 surface expression.

We constructed an ordinary differential equations (ODE)-based model of BST2 and Vpu interaction kinetics based on the primary literature. Fig. 1A depicts the possible steps in BST2 transport where Vpu may act to affect BST2 downregulation. As the molecular mechanism of Vpu action remains poorly understood, we employed a generic formulation of Vpu-mediated down regulation of BST2. Equations are as follows:

\[
\frac{dB}{dt} = \frac{\lambda_B}{1 + k_p V_p} - \mu_B B,
\]

\[
\frac{dV_p}{dt} = \lambda_V \exp\left(\frac{t}{\tau_1}\right) - \frac{\mu_V V_p}{1 + \exp\left(\frac{t}{\tau_1}\right)} - \frac{\mu_V V_p}{1 + \exp\left(\frac{t}{\tau_1}\right)}.
\]

where \(B\) is the surface concentration of BST2, \(\lambda_B\) is the rate at which BST2 is supplied to surface, and \(\mu_B\) is the rate of removal of BST2 from the plasma membrane. The term \((1 + k_p V_p)\) determines

![Fig. 1. HIV-1 replication under the control of BST2 and Vpu. (A) Schematic of BST2 and Vpu intracellular modes of action. Red arrow indicates enhancement and red blunt arrow represents reduction. (B) Data from experiments (Mangeat et al., 2009) were used to obtain a function to relate the fractional BST2 level to virus restriction efficiency \(\beta(B)\). (C) Model simulation of the intracellular dynamics of BST2 and HIV-1-Vpu. HIV-1-Vpu and surface BST2 levels (normalized dimensionless concentrations) are graphed as a function of time in an infected cell. Solution was obtained by solving the equation of BST2-Vpu kinetics (Methods section) with parameter values \(\lambda_B = 1.49/h, \mu_B = 1.49/h, k_p = 3\) (derived from data fitting Supplementary Fig. 1), and \(\mu_V = 0.25/h\). (D) Model simulation of viral release \(\beta(B)\) from an infected cell as a function of time, reflective of the BST2 and Vpu dynamics graphed in (C). (E) Schematic of key HIV-1 infection events; associated variables are described in the figure. More details about model variables and parameter values are provided in Supplementary Tables.](image-url)
Vpu-induced ($V_p$) reduction in the recycling of BST2. We considered that after HIV-1 entry, translation of viral proteins begins around 12–16 h post-entry and reaches a constant production rate around the 24 h mark (Mohammadi et al., 2013). The exponential term in the Vpu equation accounts for the intracellular production of Vpu where $\lambda_p$ is the maximum constant rate of production of viral protein and $\mu_V$ is the degradation rate of viral protein. In these equations, $t$ represents the time post-HIV-1 entry into an uninfected T cell and $t_1$ is the time required for viral protein translation to reach half the maximum value (we use $t_1 = 18$ h). Values for these parameters are taken from the literature (Hosseini and mac Gabhann, 2012), and we assume that both HIV-1-Vpu and HIV-1-Vif have similar production and degradation rates.

The parameters pertaining to BST2 transport were obtained by fitting the model to published data (see Methods section for details). We used experimental data to construct a function of BST2 effectiveness wherein the strength of viral restriction declines exponentially with decreasing BST2 levels (see Methods section). We define $\beta(B)$ to be the fraction of virus released at a given BST2 concentration compared to virus released in the absence of BST2. In this formulation, $(1 - \beta(B))$ represents the effectiveness of BST2 in restricting viral release; its value varies between 0 and 1 and is a function of BST2 abundance. Later, $\beta(B)$ is used for connecting the intracellular kinetics to cell population level dynamics. We fitted the BST2 level and virus release experimental data and obtained the following correlation function and its parameters $C_1$, $C_2$ and $C_3$ as shown in Fig. 1B:

\[
(1 - \beta(B)) = C_1 \times \exp(C_2 \times B) - C_3
\]

(2)

The ODE model describes the relationship between BST2 and Vpu levels in an infected cell as a function of infection age and concomitant changes in viral restriction (Fig. 1C and D). The model recapitulates the experimental evidence that Vpu efficiently downregulates and neutralizes the anti-viral action of BST2 (Schmidt et al., 2011; McNatt et al., 2013; Mangeat et al., 2009). Previous work also shows that HIV-Vpu can counteract anti-viral activity of overexpressed, as well as interferon-induced endogenous BST2 (Mangeat et al., 2009). Other studies have shown that mutations in BST2 can impart resistance against Vpu that impede their interactions (Cocka and Bates, 2012; Tokarev et al., 2011).

To study the impact of Vpu function and surface BST2 activity on the fate of HIV-1 infection, we linked the cellular level BST2 action to population level virus-cell dynamics. We began by constructing an age-structured model of HIV-1 infection that describes in vivo infection events (Fig. 1E). The model is similar to previous studies (Nelson et al., 2004; Rong et al., 2007; Althaus et al., 2009) and model equations are shown below:

\[
\frac{dV}{dt} = \lambda - \mu T - k_0 VT,
\]

\[
\frac{d}{dt} N^S(a,t) = \frac{d}{dt} N^T(a,t) = -\delta(a) T^S(a,t),
\]

\[
\frac{d}{dt} V = \int_0^\infty p(a) T^S(a,t) da - cV.
\]

(3)

where $T$ is the target cell or uninfected T cell (CD4+ T cell) population, produced at a constant recruitment rate, $\lambda$, and has a constant death rate, $\mu$. The virus population, $V$, infects target cells with a second order infection rate, $k_0$, and is cleared from the body at rate, $c$. $T^S(a,t)$ is the population density of infected cells of infection age $a$ at any given time $t$. Infected cells die at rate $\delta(a)$, and $p(a)$ is the virus production rate of an infected cell of age $a$. The integral $\int_0^\infty p(a) T^S(a,t) da$ is the total number of viruses produced by all infected cells of infection age between 0 and $\infty$ at a given time $t$. Given that virus production is a function of the infection age described by Eq. (3), we coupled it with the BST2-induced virus restriction and Vpu-mediated neutralizing effect:

\[
p(a) = \begin{cases} 
\beta(B)p^S(1 - e^{-\theta(a - a_1)}) & \text{if } a \geq a_1 \\
0 & \text{else} 
\end{cases}
\]

(4)

where $\theta$ (day$^{-1}$) determines the pace at which viral production reaches saturation level $p^S$, and $a_1$ is the age of the infected cell when virus production begins. Again, $\beta(B)$ is the fraction of virus released at a given BST2 concentration compared to virus released in the absence of BST2. Here, $\beta(B)$ links the intracellular BST2–Vpu interaction kinetics to the cell population level dynamics.

2.1.1. Estimating the basic reproductive ratio

Steady-state analysis of the system presented in (3) gives two steady states: the infection-free steady state and the infected steady state. For the infected steady state we obtain the following steady state values for key model variables (Nelson et al., 2004)

\[
T^S = \frac{\lambda k_0 N - \mu c}{k_0 c},
\]

\[
N = \int_0^\infty p(a) e^{-\int_0^a \alpha(s) ds} da,
\]

(5)

where, $T^S$ and $V^S$ are the steady-state T cell population and steady-state virus population, respectively. $N$ is the total number of viruses produced by one infected cell over its life span. Details of these calculations are provided in the Methods section. The terms in (5) show that virus infection is sustained as long as $V^S > 0$ which means $(\lambda k_0 N - \mu c) > 0$ or $R_1 > 1$, where

\[
R_1 = \frac{\lambda k_0 N}{\mu c}
\]

(6)

It is apparent that the infected steady state exists only if $R_1 > 1$. We note that $\lambda/\mu$ is the steady-state T cell population in the absence of virus infection, $k_0$ and $c$ are infection rate and virus clearance rate, respectively. As suggested by Rong et al. (2007) the term (6) gives the number of secondary infections arising from a single infected cell during its entire infectious period in a population of susceptible cells. Hence, we consider $R_1$ the reproductive ratio under the influence of BST2 and used it to study the impact of Vpu function and surface BST2 activity on the course of HIV-1 infection.

2.1.2. Influence of reducing Vpu-mediated BST2 degradation on the fate of infection

Eq. (6) shows that $R_1$ is directly proportional to the production rate of healthy T cells, their infection rate, and the total number of virus produced per infected cell, $N$. $N$ is governed by BST2 effectiveness represented by the inhibition constant $k_p$. In a normal infection, Vpu reduces the BST2 level about four-fold [8,13]; in our model $k_p = 3$ reproduces this observation. For calculating the reproductive ratio $R_1$, we use the in vivo dynamics parameters provided in the literature (Rong et al., 2007). We evaluate the value $p^S = 9.675 \times 10^4$ as we consider that virus production at the cell surface begins at 15–18 h (Mohammadi et al., 2013) (value used for calculations 16 h=0.66 days) post-HIV-1 entry in the cell and $\theta = 1$, which results in 2500 virions per infected cell (N) as previously suggested by Rong et al. (2007, 2008). The maximum age of an infected cell is considered to be 10 days and the infected cell death rate is assumed to be constant, i.e. independent of infection age. We assume that at the onset of therapy all the cells are expressing BST2 and show Vpu-induced downregulation. To calculate $N$, we solve the BST2–Vpu model to get the estimate of
To study the impact of varying the surface BST2 level on the HIV-1 infection, we calculated the reproductive ratio for different values of the inhibition constant \( k_p \). Reducing \( k_p \) reduces Vpu-induced BST2 downregulation and the surface concentration of BST2 increases (Fig. 2A). Calculations further show that \( R_1 \) decreases as we reduce the inhibition constant (Fig. 2B), due to the decreased viral release. Consequently, reducing the inhibition constant causes a drop in the steady-state virus population, \( V^{ss} \) (Fig. 2C). Our calculations also show that, to drop the reproductive ratio below 1, \( k_p \) value should be less than 0.18. This means that an infected cell must maintain \( \geq 85\% \) (\( \approx 0.85 \) in fraction) of its pre-infection level of surface BST2, referred to as the “critical surface BST2 level”, in order to achieve a reduction in virus release that is sufficient to clear HIV-1 from the system. Conversely, increasing the inhibition constant \( k_p \) above its base value of 3 (25% of pre-infection BST2) does not alter the reproductive ratio or the steady state viral load. This suggests that the Vpu effect reaches a limit where the anti-viral activity of BST2 is nullified and virus production proceeds as if there were no BST2 at all.

For the above calculations we kept the total number of viruses produced per infected cell \( (N) \) constant. However, the value of \( N \) affects how much surface BST2 is required to maintain a reproductive ratio below 1. Investigating this relationship, we find that the “critical surface BST2 level” increases rapidly with increasing viral production, however, at higher viral production levels we approach saturation (Fig. 2D). These results indicate that although the reproductive ratio increases linearly (Eq. (6)) with virus production, the critical surface BST2 level varies non-linearly.

### 2.1.3. HIV-1 dynamics under BST2–Vpu-targeted treatment

We next pursued numerical solutions of our model to extend the findings of the previous sections and to visualize the time evolution of HIV-1 and T-cell dynamics that determine the course of HIV-1 pathogenesis. To solve the model \( (3) \), we use parameter values provided by Rong et al. (2007, 2008). We specify the death rate of an infected cell as \( \delta \), where value of \( \delta \) is set to 1 day\(^{-1}\). We consider the maximum age of an infected cell to be \( a_{\text{max}} = 10 \) days. For the calculation of \( p(a) \) we set \( p^* = 9.675 \times 10^3 \), \( \theta = 1 \), and \( a_1 = 0.66 \) days, these values result in 2500 virions produced per cell for the no treatment condition. The parameters for the BST2–Vpu kinetics are similar to those used for calculating the reproductive ratio.

In order to model Vpu-mediated inhibition of BST2 we started with the initial condition of the steady-state in the absence of treatment. We obtain steady-state values from Eq. (5) setting \( \rho(B) = 1 \) (no BST2-mediated inhibition). As T cell and virus populations are at steady state, \( t^{ss}(a) = k_B t^{ss} V^{ss} e^{-a} \), and we calculate the steady-state population densities of infected cells of age \( a \) (between 0 and \( a_{\text{max}} \)). The numerical methods used to simulate the model are given in detail in the Methods section. As mentioned earlier, at time zero we assume that all the cells are expressing BST2 and show Vpu-induced downregulation. To study the impact of drugs that reduce the Vpu-induced BST2 downregulation we employ model simulations for two different values of the inhibition constant, \( k_p \). Simulation results show that reducing \( k_p \) by 10-fold (from 3 to 0.3) causes a transient perturbation to the dynamical system and then a new steady state (Fig. 3A). For example, the uninfected T cell count sharply increases as the number of new infections drops due to low virus production and, after oscillating, attains a new steady state that is higher than the pre-treatment level. Similarly, the virus population shows a steep initial decline due to a sudden decrease in the virus production that offsets the balance between virus production and immune clearance (Fig. 3A).

---

**Fig. 2.** The basic reproductive ratio and viral population as a function of the Vpu-induced BST2 downregulation. (A) Line graph shows the fraction of surface BST2 level in infected cell compared to level in uninfected cell as a function of BST2–Vpu inhibition constant. (B) Graph of the basic reproductive ratio \( R_1 \) as a function of the inhibition constant \( k_p \). (C) Graph of steady-state viral load \( (V^{ss}) \) as a function of the inhibition constant \( k_p \). The gray dotted lines show \( V^{ss} \) value and critical surface BST2 level that reduces \( R_1 \) to 1. (D) Graph shows critical surface BST2 level required to reduce \( R_1 = 1 \) at different per cell virus production. Parameter values used for BST2 and Vpu dynamics were the same as used in Fig. 1 and the parameters used to calculate \( R_1 \) and \( V^{ss} \) are \( \lambda = 10^7 \) ml\(^{-1}\) day\(^{-1}\), \( \mu = 0.01 \) day\(^{-1}\), \( \delta(a) = 1 \) day\(^{-1}\), \( c = 23 \) day\(^{-1}\), and \( k_0 = 2.4 \times 10^{-4} \) ml\(^{-1}\) day\(^{-1}\).
Slowly the new virus production rate matches viral clearance and the system reaches a new steady state that is lower than the pretreatment value. These results show that a 10-fold reduction in the value of \( k_p \), the levels of BST2 (\( \approx 77\% \)) (0.77 in fraction) is not sufficient to terminate viral infection in agreement with our reproductive ratio calculations. When we further reduce the inhibition constant \( k_p = 0.17 \), which allows surface BST2 levels to rise above critical surface BST2 level of 85% (0.85 in fraction) and provides a reproductive ratio of less than 1, we observe the virus population ultimately dying out and the T cell population bounces back to the infection-free steady-state value (Fig. 3B). These results suggest that BST2-targeted therapy can be effective in controlling an ongoing HIV-1 infection by substantially curtailing Vpu's activity.

2.2. Multi-scale model of A3G and HIV-1 dynamics

The host restriction factor, A3G, is expressed constitutively and its expression increases in response to interferon stimulation (Bishop et al., 2004). A3G affects viral replication in two ways. Following packaging of A3G into budding viruses, A3G obstructs the reverse transcription (RT) process (Bishop et al., 2004) and additionally induces hypermutation of the viral genome (Bishop et al., 2004; Mangeat et al., 2003)(Fig. 4A). This interference by A3G not only reduces the probability of successful integration (establishment of a provirus) but also causes an increase in the number of deleterious mutations, resulting in an increased fraction of noninfectious progeny viruses (Mangeat et al., 2003). A3G enters the budding virions resulting in A3G positive progeny viruses. A recent computational population genetics study suggested that 80% of the progeny viruses should incorporate A3G to achieve an effective suppression of the progression of HIV infection in vivo (Thangavelu et al., 2014). When these viruses infect target cells, A3G anti-viral activity reduces the possibility of productive replication. The fraction of A3G positive viruses produced by an infected cell depend on the level of A3G expression in the infected cell. HIV-1-Vif opposes the function of A3G by binding to it and accelerating its degradation (Conticello et al., 2003; Sheehy et al., 2003), thereby reducing A3G incorporation into virions. The intracellular A3G-Vif kinetics are key to controlling the dynamics of two virus populations: A3G positive (A3G+) and A3G negative (A3G−). To model these intracellular interactions we used an existing model of A3G–Vif kinetics (Hosseini and mac Gabhann, 2012) and restructured it to fit our requirements. The modified equations are shown below:

\[
\frac{d}{dt} A = \lambda_A A - \mu_A A - k_{av_{AVc}} V_f + k_{va_{AV}} V_f, \\
\frac{d}{dt} V_f = \lambda_{V_f} \frac{\exp(\tau - \tau_1)}{(1 + \exp(\tau - \tau_1))} - k_{av_{AVc}} V_f + k_{va_{AV}} V_f - \mu_V V_f, \\
\frac{d}{dt} AV_c = k_{av_{AVc}} V_f - k_{va_{AV}} AV_c - \mu_AV_c, \\
\]

where \( A \) is the concentration of A3G produced in the cell at constant rate \( \lambda_A \) and degraded at rate \( \mu_A \). \( V_f \) is the Vif concentration; \( Vf \)
binds A3G with second order rate constant $k_{vA}$ and the A3G–Vif complex, $AV_c$, dissociates at rate $k_{va}$. Vif is produced and degraded similar to Vpu. $\mu_{AV}$ is the degradation rate of the A3G–Vif complex.

Studies have shown that A3G gets packaged into budding virus particles through an intricate route involving interactions of A3G with host proteins, RNAs, viral genomic RNA, and viral proteins (Dussart et al., 2005; Wang et al., 2007; Soros et al., 2007; Alce and Popik, 2004). A recent study posits that A3G surveys the cytoplasm and associates with nascent retroviral RNA to increase its packaging propensity on the inhibition of viral accessory proteins. Our model recapitulates that the onset of Vif production increases A3G degradation causing a steep decline in the intracellular A3G concentration (Fig. 4B upper line graph). The fraction of A3G+ virus budding from an infected cell is correlated to the A3G concentration. Hence the fraction of A3G+ viruses produced per cell drop over the course of the infection (Fig. 4B upper line graph). We perform simulations for two different values of $\psi$, 1 and 2, which result in similar but distinct dynamics of A3G+. A3G--- viruses.

In order to study the consequences of reducing Vif activity and thereby increasing A3G anti-viral activity, we modified the previous model of HIV-1 dynamics as illustrated in Fig. 4C.
Infected cells produce two types of viruses A3G⁺ and A3G⁻. A3G⁺ viruses infect uninfected T cells, A3G (i) interferes with the infection by inhibiting the RT process with a certain efficacy and (ii) introduces lethal mutations to newly transcribed viral DNA with a certain probability. Proviral DNA with lethal mutations produces defective, non-infectious progeny viruses. A3G⁺ viruses that escape the A3G antiviral activity undergo viral replication with the same rate constants as A3G⁻ viruses.

2.2.1. Model equations

To model the A3G effect on HIV-1 dynamics, we must distinguish between various populations: one uninfected cell population, two
types of infected cell populations, and three kinds of virus populations.

We developed the following set of equations:

\[
\frac{dT}{dt} = \lambda - \mu T - k_0 V^- T - k_0 V^+ T,
\]

\[
\frac{dT}{dt}^- (a, t) + \frac{dT}{dt}^+ (a, t) = -\delta(a) T^0 (a, t),
\]

\[
\frac{dV}{dt} = \int_0^\infty p^- (a) T^0 (a, t) \, da - cV^-.
\]

\[
\frac{dV}{dt}^+ = \int_0^\infty p^+ (a) T^0 (a, t) \, da - cV^+.
\]
\[
\frac{dV}{dt} = \int_0^\infty p^0(a)T^0(a, t) da - cV^2,
\]

\[
T^s(a, t) = k_0 V^{-1} + k_0 (1-c)(1-\rho) V^+ T,
\]

\[
T^d(a, t) = k_0 (1-c) V^+ T,
\]

where \( T \) is again the target/uninfected T cell (CD4+ T cell) population and its production and death are similar to the previous model (3). T cells may be infected by two different virus types V− viruses or V+ viruses. The A3G− viruses undergo reverse transcription as in the previous model and hence we can treat the A3G− virus as wild type. In contrast, during A3G+ virus infection, the success of the RT step is dependent on the efficacy of A3G. To include this feature, we introduce the term (1−c), which is the probability of successful RT. In addition, A3G imparts lethal mutations to the proviral DNA during the RT process with a probability \( \rho \) that leads to the production of defective/non-infectious viruses, \( V^0 \). Thus, the term (1−\( \rho \)) gives the fraction of infections by A3G+ viruses that produce proviral DNA capable of producing infectious progeny viruses; these virus particles may or may not actually carry A3G. The anti-viral activity of A3G gives rise to two types of infected cell populations \( T^s \) and \( T^d \). Here, \( T^s(a, t) \) is the infected cell population with infection age, \( a \), which carries a viable provirus at any given time \( t \). These infected cells are produced by A3G− virus infection or by A3G+ virus infections in which the RT process escapes A3G’s inhibitory and mutational activities. The other infected cell population, \( T^d(a, t) \), is defined as the population of A3G+ virus infected cells of infection age \( a \) at any given time \( t \) and carries lethally mutated provirus. Similar to the previous model version (3), \( \delta(a) \) is the infection age-dependent death rate of infected cells. As the infected cells produce two distinct types of viruses (depending their A3G status), our new model (9) contains two virus production rates. As the A3G status has no effect on non-infectious viruses, we use the same production rate for these viruses. In system (9), \( p^−(a) \) and \( p^+(a) \) are the rates at which the infected cell population \( T^s \) of infection age \( a \) produces A3G− and A3G+ viruses, respectively. Values of these rates are as follows:

\[
p^−(a) = \begin{cases} 
(1 - \alpha(A)p^0(1 - e^{-\theta(a - a_1)}) & \text{if } a \geq a_1, \\
0 & \text{else}
\end{cases}
\]

\[
p^+(a) = \begin{cases} 
\alpha(A)p^0(1 - e^{-\theta(a - a_1)}) & \text{if } a \geq a_1, \\
0 & \text{else}
\end{cases}
\]

where again \( \alpha(A) \) is the multiplying factor that determines the fraction of A3G+ viruses produced by an infected cell of infection age \( a \) with A3G concentration \( A \). The parameters \( \theta \) and \( a_1 \) are the same as in the previous model. The production rate of non-infectious viruses by \( T^d(a) \) can be calculated as follows:

\[
p^0(a) = \begin{cases} 
p^0(1 - e^{-\theta(a - a_1)}) & \text{if } a \geq a_1, \\
0 & \text{else}
\end{cases}
\]

Using this model, we studied the effect of A3G on the HIV-1 dynamics and the possibility of A3G-mediated therapeutic strategies to control the HIV-1 infection.

2.2.2. Steady state viral load and reproductive ratio

In order to derive the reproductive ratio we assume a steady state for the model (9). Variables \( V^0 \) and \( T^d \) do not appear in the other equations and are decoupled from the system; hence we can ignore these for the following analysis. As with the previous model, we obtain two steady states: an infection-free steady state and an infected steady state. For the infected steady state we obtain the following relations (details in Methods):

\[
V^{ss} = \frac{(\delta k_0 N_1 - \mu) N_1^+}{k_0 c (N_1^+ + (1-c) N_1^2)}
\]

\[
V^{ds} = \frac{\delta k_0 N_1 - \mu) N_1^+}{k_0 c (N_1^+ + (1-c) N_1^2)}
\]

2.2.3. Effect of inhibiting Vif-induced loss of A3G on the reproductive ratio

Given the multi-step mechanism of A3G antiviral activity, the basic reproductive ratio depends on multiple parameters. The fraction of A3G+ virus production depends on the concentration of A3G in an infected cell at the time of virus formation. This concentration depends on the rate at which Vif can bind A3G and target it for degradation. Thus, one of the key parameters that governs the dynamics is the A3G–Vif binding rate, \( k_{Vif} \). Decreasing the value of this parameter lowers Vif activity and reduces A3G degradation, whereas increasing it has the opposite effect and as a consequence alters the fraction of A3G+ viruses released per infected cell (Fig. 5A). In order to examine the effect of A3G–Vif binding alone on the reproductive ratio we varied the value of \( k_{Vif} \). We kept other parameters constant in Eq. (14) and assumed that A3G had no effect on the RT process (\( c = 0 \) and \( \rho = 0 \)). Although reduction of the A3G–Vif binding rate constant increases the A3G+ virus population and changes the composition of the A3G− and A3G+ virus populations (Fig. 5B top panel), the total number of infectious viruses produced by an infected cell remains constant, as does the number of secondary infections. Hence, \( R_2 \) remains constant over the range of \( k_{Vif} \) (Fig. 5B, bottom panel). We performed these simulations for two different values of the packaging propensity parameter \( \psi \). Though total steady-state virus population and reproductive ratio remain unchanged, for higher values of \( \psi \) (i.e. equal to 2) we see an increase in steady-state A3G+ virus population compared to lower value of 1.

To further explore whether the increase of the A3G+ virus population may have therapeutic benefit we simultaneously varied the binding rate constant \( k_{Vif} \) and A3G’s RT inhibition efficacy, \( c \), and calculated the values of \( R_2 \) using Eq. (14). The results show that decreasing the binding rates and increasing \( c \) reduces the reproductive ratio (Fig. 5C). At very high inhibition and very low binding rate constant, the reproductive ratio value falls below 1. Reducing the binding rate constant (as seen in Fig. 5B) increases the A3G+ virus population and due to A3G’s RT inhibition activity the number of successful infections is considerably reduced, diminishing the number of infected cells. With fewer cells infected, less virus is produced, which reduced secondary infections as reflected by value of \( R_2 \). On the other hand, for high A3G–Vif binding rate constant values, inhibiting the RT efficacy has little effect on \( R_2 \) as the total number of A3G+ infection is small. A similar effect is observed upon varying both the A3G–Vif binding rate constant and the probability of lethal mutations, \( \rho \) (Fig. 5D). To further study the combined effect of RT inhibition \( c \) and induction of hypermutation \( \rho \), we set the A3G–Vif binding rate constant at a moderately low value and observed a modest effect on \( R_2 \) for
various values of $\epsilon$ and $\rho$ (Fig. 5E). At high binding rates, varying $\epsilon$ and $\rho$ has little influence on $R_2$ (Fig. 5C and D), but at low binding rates, with a greater number of A3G+ viruses in the system, A3G may have considerable impact on new viral infections.

We further explored the parameter landscape of binding rate constant $k_{av}$, $\epsilon$ and $\rho$ to obtain parameter ranges in which $R_2 < 1$. Each area plot obtained for a binding rate constant value shown in the plot. The calculations were performed for two $\psi$ values 1 (upper panel) and 2 (lower panel). (D) Heatmaps showing $R_3$ as a function of two different biomarkers fractions of surface BST2 level compared to pre-infection level and fraction of A3G+ virus particle produced per infected cell over the life of the infected cell. Parameter values used to calculate $R_3$ are $\lambda = 10^4$ ml$^{-1}$ day$^{-1}$, $\mu = 0.01$ day$^{-1}$, $\delta(a) = 1$ day$^{-1}$, $c = 23$ day$^{-1}$, and $k_0 = 2.4 \times 10^9$ ml$^{-1}$ day$^{-1}$.

propensity parameter dramatically affects the parameter range of $\epsilon$ and $\rho$ (shaded area), requiring smaller changes in the binding rate constant $k_{av}$ (via a potential A3G targeted therapy) to reduce reproductive ratio below 1 (Fig. 5F lower panel).

2.2.4. HIV-1 dynamics in the presence of A3G–Vif interaction inhibitors

Though T cells express A3G, HIV-1 evades its antiviral effect sufficiently to establish an infection. This suggests that HIV-1–Vif provides a strong neutralizing response to A3G activity. We simulated the model (9) with the initial condition that the in vivo population of A3G+ viruses to be very low, approximated to
cell population is substantial and A3G activity in more severe reduction of the A3G ability HIV-1 manages to escape the A3G effect. However, upon a with high RT inhibition ef

virus populations. The uninfected T cell population rises and, after virus population drops and reaches steady state. We see no effect on the total infectious virus population, , as A3G’s antiviral function was set to zero.

Next, we switch on A3G’s RT inhibition ( ) and hypermutation effectiveness ( ), but keeping previous values. For these values, we see that the virus population drops significantly and oscillates before reaching a new lower steady state (Fig. 6B). Similar behavior is observed for both A3G – and A3G + virus populations. The uninfected T cell population rises and, after some oscillations, reaches a new steady state value that is higher than the pretreatment value. These simulations show that even with high RT inhibition efficacy and high hypermutation probability HIV-1 manages to escape the A3G effect. However, upon a more severe reduction of the A3G-Vif binding rate, HIV-1 dynamics change dramatically; all virus populations drop and do not show any recovery (Fig. 6C). In this condition, A3G + infected cell population is substantial and A3G activity influences both number infection events and production of infectious virions. With fewer infected cells to produce viruses, the system fails to replenish the viruses cleared. Due to this imbalance of virus production and clearance, the total virus population drops and never recovers. A recovery from HIV-1 infection can also be seen in the uninfected T cell population that reaches back to the pre-infection steady state value. These results suggest that Vif-targeted treatment can in principle be developed as a possible treatment for HIV-1 infection, though it requires a substantial reduction in the A3G-Vif binding rate.

2.3. Multi-scale model of HIV-1 dynamics shaped by both BST2 and A3G

After studying the role of BST2 and A3G in HIV-1 infection individually, in this section we examine their combined influence. As both models are compatible, the mathematical formulation for the combination treatment remains similar to (9) with a revision to include BST2’s effect. BST2 affects the release of both A3G+ and A3G – viruses. As we do not distinguish between A3G+ and A3G – non-infections viruses, the production rate of these viruses can be given by Eq. (4). However, the production rates of infectious viruses are as follows:

The steady-state analysis gives us estimates of different variables. The reproductive ratio under the combined effect of BST2 and A3G can be calculated as follows:

Using the above relations we examine the impact of the combined BST2 and A3G antiviral activity on the reproductive ratio. Fig. 7A shows as a function of both the BST2-Vpu and A3G-Vif binding rates. Similar to the previous observation, we see that a reduction in has more influence than a reduction in when the efficacy parameters ( ) and inhibition constant reduced by a factor of 3. Comparison between Fig. 7C and Fig. 5F reveals an increase in the shaded area of because comparison to combination therapy. We observe a similar effect for . A reproductive ratio of <1 can be achieved with less stringent parameters (Fig. 7C lower panel). The implications of varying and can also translated into experimentally measurable quantities such as fraction surface BST2 level and fraction of A3G+ viruses produced per cell, respectively. Using these two biomarkers we show the relation between their level and value of reproductive ratio (Fig. 7D). As shown above, an increase in the surface BST2 level adversely affects the reproductive ratio and increasing per cell A3G+ virus production enhances this effect. Further, simulation results show that for very high A3G anti-viral activity ( ) increase in A3G+ virus fraction beyond 0.6 does not offer significant improvement in reducing the reproductive ratio. As seen in the heatmaps, values change similarly for two packaging propensities. However, at moderate A3G activity ( ) increasing A3G+ virus fraction benefits in the reducing . These results indicate that BST2- targeted
treatment may improve the effectiveness of A3G-targeted treatment. These calculations indicate that a combination of the BST2- and A3G-based treatments have certain additive effects and complement each other by increasing the overall effectiveness. Simulations of the combination therapy model further illustrate that HIV-1 infection ceases at higher $k_p$, $k_{av}$ values and lower $\epsilon, \rho$ values compared to single host factor treatment values (Supplementary Fig. 2A and B). Thus the model results indicate that a host restriction factor-based HIV-1 therapeutic strategy could contain a mix of agents targeting different mechanisms to improve the overall efficacy. Though solely theoretical, our modeling studies provide a framework to quantitatively assess the influence of host restriction factors on HIV-1 infection dynamics.

2.4. Combination therapy with synergistic effect

The above simulation results suggest that targeting BST2 and A3G in a combination therapy may boost the antiviral effect. To analyze whether such therapies might have additive or synergistic effects we considered the scenario in which drop in the A3G–Vif binding rate constant $k_{av}$ and BST2–Vpu inhibition constant $k_p$ are inversely proportional to the drug dosage. In other words, to target the A3G–Vif interaction a drug dose of $1/k_{av}^E$ units and to target the BST2–Vpu interaction a drug dose of $1/k_p^E$ units is needed to reduce the A3G–Vif binding rate constant to $k_{av}^c$ and BST2–Vpu inhibition constant to $k_p^c$, respectively. Further, $1/k_{av}^E$ is the effective concentration of a BST2 targeting drug required to reduce the reproductive ratio $= 1$, where $k_{av}^E$ is the effective inhibition constant which gives $R_1 = 1$ for a mono-therapy targeting BST2–Vpu axis. Similarly, $1/k_p^E$ is the effective dose of A3G targeting drug and $k_{av}^E$ is the effective binding rate constant that gives value of $R_2 = 1$ when $\epsilon = \rho = 0.9$ for a mono-therapy targeting A3G–Vif axis. For our single therapy models we obtained the values $1/k_{av}^E$ and $1/k_p^E$ for two different A3G propensities ($\psi = 1$ and 2). Using these values we draw the additive effect lines (Fig. 8, solid line). Next, for combination therapy, we evaluated the value of $k_{av}$ for different values $k_p$. Dashed lines in Fig. 8 represent the calculated values of $k_{av}$ for different values $k_p$ that give a reproductive ratio $R_1 = 1$ for $\psi = 1$ (black) or 2 (red) by solving Eq. (16). As both calculated lines are below the additive line we conclude that the combination therapy has a more than additive effect. To further obtain a quantitative estimates of the observed synergy we determined the combination index (CI) for data points on the calculated synergy curve (dashed lines in Fig. 8). Details of the CI calculation are provided in the Methods section. The CI value can be used to determine presence and degree of synergy. CI less than 1 indicates synergy and the smaller the value of CI the stronger is the synergy. CI changes with change in $k_{av}$ and $k_p$ and as the effect of one host factor therapy fades CI climbs toward 1 (Supplementary Fig. 3). For low propensity ($\psi = 1$) CI $= 0.21$ (black square symbol in Fig. 8) indicating strong synergism (Chou, 2006), and for high A3G propensity ($\psi = 2$ ) CI $= 0.70$ (red square symbol in Fig. 8) indicating moderate synergism. These CI values show that the degree of synergism decreases with an increase in A3G’s packaging propensity. This may be rationalized, by the fact that an increased fraction of A3G+ viruses reduce the number of successful infections and subsequent secondary infections, diminishing the effect of BST2 on viral release. However, as CI values are generally less than 1, we conclude that a BST2–A3G combination therapy would generally have a synergistic therapeutic effect.

3. Discussion

HIV-1 is known to evade both innate and adaptive immune defences to establish a chronically active infection. Over the last two decades, we have gained considerable understanding of the functions of HIV-1 accessory proteins in counteracting host innate immune defences by interacting with and neutralizing key anti-viral host factors. However, whether HIV-1 accessory proteins may serve as promising drug targets to complement existing therapeutic modalities focused on HIV-1 core proteins remains unclear.

Here, we have developed a multi-scale modeling framework to evaluate the promise of pharmacologically targeting the HIV-1 accessory proteins Vpu and Vif, which target the host restriction factors, BST2 and A3G, respectively. These models describe the in vivo HIV-1 dynamics as a function of the intracellular kinetics of host factors and their viral inhibitors. Simplifying the multi-scale formulation we derived analysis-amenable equations to explore regions of the parameter landscape wherein therapy can succeed. To the best of our knowledge, ours is the first study that uses multi-scale modeling of in vivo HIV-1 dynamics coupled to the intracellular kinetics of host restriction factors and accessory proteins. Further, we provide a framework that may be extended to include other host resistance factors and their HIV-1 accessory protein counterparts and enable evaluation of their pharmacological targeting, as well as the efficacy of combination therapies exploiting them.

Our HIV-1 dynamics model is based on previous studies that have successfully captured the in vivo disease progression and have guided the evaluation of HIV-1 core-protein-based therapies (Perelson et al., 1996; Dixit et al., 2004; Perelson et al., 1997; Stafford et al., 2000). Similarly, we hope our multi-scale model framework is useful in guiding therapeutic development aimed at HIV-1 accessory proteins. The availability of further in vitro and in vivo experimental data will allow iterative improvements to the model and the insights gleaned from its use.

Using the concept of the basic reproductive ratio, we demonstrated that the Vpu-induced downregulation of BST2 affects the survival of the virus. We found that given experimentally informed HIV-1 dynamics parameters, an infected cell has to retain around 85% (0.85 in fraction) of BST2 in order to bring the reproductive ratio below 1. To obtain these estimates, we used published experimental data sets (Schmidt et al., 2011; Mangeat et al., 2009) and established correlations for BST2 expression, Vpu-induced downregulation, and virus restriction. In order to maintain such BST2 levels, Vpu activity and degradation of BST2 must be low, and our model provides a benchmark for such effective inhibitors of Vpu activity must be if they are to restrict the progression of HIV-1 infection in vivo. We also found a non-linear relationship between per cell virus production and critical surface BST2 level.

We next considered the host restriction factor, A3G, which not only inhibits the RT process, but also introduces hypermutations that render progeny viruses defective. The multi-step mechanism of A3G antiviral activity required additional species within the age-structured in vivo HIV-1 dynamics model. Model simulations provided a quantitative illustration of the fact that A3G has to succeed at two steps of its mode of action. First A3G has to be efficiently packaged into a large fraction of budding viruses, and second it must either effectively block the RT process or induce lethal mutations in a large number of RT events. However, only if A3G is packaged in a majority of progeny viruses will the reproductive ratio drop below 1. Thus A3G-based antiviral therapies should not only aim at reducing the A3G–Vif interaction, but also increase the propensity of A3G to package into budding viruses. This point may be accentuated when considering that A3G activity may result in mutations that accelerate the development of drug
resistance (Hache et al., 2006; Jern et al., 2009). With the availability of relevant experimental data, our modeling framework may be expanded in further studies to address a potential role of A3G in drug resistance and its implications for Vif-targeted drug development.

We also model the combined BST2 and A3G activities in order to explore their interactions. Model results show that the implementation of BST2–Vpu treatment does improve the overall performance of A3G-based interventions. Side-effects are often detrimental in drug treatment and cause non-adherence to therapy. Hence, minimal dosages that minimize side-effects are usually preferable. Multi-drug therapies may allow for synergistic efficiencies at lower drug doses with minimal side-effects while maintaining therapeutic benefits. Using the model we assessed the impact of combined targeting of Vpu and Vif by combination therapy, both qualitatively using isobolograms and quantitatively by calculating the combination index CI. Our results indicate that the level of synergy is determined by the effectiveness of A3G (Fig. 8). Specifically, highly effective A3G therapy is predicted to reduce the boost gained from concurrent BST2-targeted treatment. Using this analysis of CI values, we can obtain optimal model parameters values that would provide the highest synergy in combination therapy. We note that BST2–Vpu-based therapy reduces the total viral production and thus the number of RT events, potentially reducing the risk of producing A3G-induced drug resistant strains. Thus, we propose that BST2-targeted treatment may augment A3G targeted treatment in more than one way.

In this work we made predictions using the concept of the reproductive ratio to evaluate the effectiveness of host restriction factors when accessory proteins are inhibited. To extend the analytical treatment we also numerically solved the model equations and explored the resulting dynamics of HIV-1 infection. Changes in virus and cell populations over time provided information about the efficiency of BST2 function in viral release, A3G packaging, and the two A3G functions in RT inhibition and hypermutation. Our results show that if treatment fails to bring the reproductive ratio below 1 it causes a transient perturbation that leads to new steady state of continued viral replication. However, when treatment succeeds in reducing the reproductive ratio below 1, the population drops steadily and the system regains an infection-free steady state.

HIV-1 remains latent in resting memory CD4+ T cells having very long half-life. These cells remain undetectable to the immune systems and provide a long lived source of HIV-1. Activation of these resting cells initiates replication of latent HIV leading to virus production. In addition, these cells are responsible for very low level of virus replication. Hence, removal of drug therapy has high probability of viral load rebound. Rong and Perelson after reviewing different models found that earlier HIV viral dynamics models did not include population of latently infected T cells (Rong and Perelson, 2009). Although these models can successfully capture the two phase decline in the viral load, they are unable to capture the low-level persistent viral load. Another study shows that the low-level viral replication can be captured by including the latently infected T cell population into the standard HIV dynamics model (Rong and Perelson, 2009). Similarly, our current model can further be advanced by incorporating latent infected T cell population to study the long term effects of HIV-1 accessory proteins targeting therapies.

In summary, we have presented a mathematical formulation that links intracellular kinetics of cell/virus protein interactions with cell/virus population dynamics. This framework may be used to evaluate therapeutic strategies that target HIV-1 accessory proteins and facilitate anti-viral activity of host factors. The framework is extendable and other host restriction factors and viral accessory proteins may be included in future studies. As the modeling framework is based on prior work focused on therapies targeting HIV-1 core proteins, it is also amenable to evaluating combination therapies that include both HIV-1 core and accessory protein inhibitors, and guide the use of complex treatment regimes.

4. Methods

4.1. BST2–Vpu intracellular kinetics

Values for protein production and degradation parameters were taken from the literature (Hosseini and mac Gabhann, 2012), and we assume that both HIV-1-Vpu and HIV-1-Vif have similar production and degradation rates.

We used two separate data sets from the literature to estimate different parameters. BST2 internalization data was collected by monitoring the down regulation of surface BST2 in uninfected cell (Perez-Caballero et al., 2009) and we used this data to obtain parameter, μP. In these experiments, internalization measurements were unaffected by recycling and an exponential decay model is sufficient to obtain value of μP from this data (Supplementary Fig. 4). Normalization of the BST2 equation (1) with infection free surface BST2 level enables estimation of μP. Next, we made the Vpu model concentration-independent, which allowed us to solve the equations with fewer parameters and to obtain dimensionless values for both BST2 and Vpu with respect to infection age. We link the BST2 surface level to virus restriction efficiency and for this we use another set of experimental data that measured both BST2 levels and its impact on the virus release (Mangeat et al., 2009). For this second data set BST2 level of the infected cell in the first round of infection was measured and virus supernatant was used for infectivity assays. We assume that band intensities of immunoblots and fluorescence intensities are proportional to the quantities it measured. Using this data we obtained the relation between the dimensionless BST2 level and restriction efficiency (correlation equation and data used for it are shown in Fig. 1B). We numerically solved the dimensionless BST2 and Vpu equations.

4.2. A3G–Vif intracellular kinetics

We numerically solved Eq. (7) and obtained profiles of A3G and Vif change as a function of age of an infected cell and also calculated the fraction of A3G+ virus produced by the infected cell for different concentrations of A3G (Fig. 4B) (Supplementary Fig. 1B shows the effect of change in ψ and binding rate constant on kav on steady-state A3G+ virus population). The parameters of A3G–Vif kinetics were taken from the published modeling study (Hosseini and mac Gabhann, 2012).

4.3. Analysis of HIV-1 dynamics model

In the equation system (3), we obtain the analytical solution of the PDE as follows:

\[ T^*(a, t) = k_0V(t-o)T(t-a)e^{-\int_0^t \delta(s) ds} \]  

(18)

For convenience, henceforth, we use the following term:

\[ \Lambda(a) = e^{-\int_0^a \delta(s) ds} \]  

(19)

The steady-state levels of the uninfected T cell population and virus population are obtained by setting the time derivative terms equal to zero and the equations can be written as follows:

\[ 0 = \dot{\mu} - \mu_{SS} - k_0V_{SS}T_{SS} \]
The therapeutic effectiveness is measured by calculating the infected T cell population. We use Simpson's 1/3 rule to calculate the virus number produced per cell. For calculating the numerical values of RO, we first use the method of characteristics to transform the PDE into the following ODE

\[ \frac{d y}{d a} = -\theta(a) T^* \]  

where the initial condition for this ODE is \( T^*(0) = k_0 V(t) T(t) \). We integrate all differential equations of HIV-1 dynamics using the Runge–Kutta fourth order method as it is best suited, considering the coupled nature of our ODEs and PDEs. We first integrate ODEs of uninfected T cell and virus population and obtain their values for time step \( t + \Delta t \). We then use this value to integrate the ODEs of infected T cell population. We use Simpson's 1/3 rule to calculate the integral in the virus equation. As our intracellular kinetics equations are not directly coupled into the HIV-1 dynamics, we solve the ODEs of intercellular kinetics, using LSODA ODE solve package, prior to solving the HIV-1 dynamics equations. This way we obtain profiles for \( \beta(B) \) and \( \alpha(A) \) as a function of age of infection. We use these profiles while evaluating the integral term in virus population equation. A Fortran code was written to implement these numerical techniques. Supplementary tables provide list of the model variables and parameter with units and their values used for the simulations.

4.4. Isobologram and combination index \((CI)\)

Isobolograms are used to depict the existence of synergism, additive effect and antagonism observed in combination drug treatments (Chou, 2006; Berenbaum, 1989; Chou and Talalay, 1983). For our study, we assume that a drop in binding rate constant and inhibition constant to be proportional to the concentration of drug dose. Thus, the isobologram y-axis is 1/k\text{Vif}, representing dosage of a A3G–Vif targeting drug, and the x-axis is 1/k\text{P}, representing dosage of a BST2–Vpu targeting drug. The therapeutic effectiveness is measured by calculating the reproductive ratio. The parameters 1/k\text{Vif} and 1/k\text{P} are single therapy dosages that give \( R_2 = 1 \) and \( R_1 = 1 \), respectively. A straight line joining point 1/k\text{Vif} (y intercept) and 1/k\text{P} (x intercept) on a linear x-y plot represents the additive effect line (in Fig. 8 continuous line represents additive effect). When the A3G/BST2 combined effect value lies above the additive line the two drugs are antagonistic, when the effect value lies below they are synergistic. We computed the combination index CI based on Chou and Talalay (1983) and Chou (2006) to accommodate our definition of drug dosage. Our formula for calculation of CI is as follows:

\[ CI = \frac{1/k_{Vif}}{(1/k_{Vif})} + \frac{1/k_{P}}{(1/k_{P})} \]  

where \( k_{Vif} \) is the binding rate constant computed for a given value of \( k_{P} \) with reproductive ratio \( R_2 \) set to 1. Supplementary Fig. 3 shows a 3D line plot of CI values as a function of both 1/k\text{P} and 1/k\text{Vif}.
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